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 Circuit or series

The OSCE is defined as “an approach to the assessment of 
clinical competence in which the components of competence 
are assessed in a well planned or structured way with 
attention being paid to objectivity” (Harden 1988, p. 19)

It typically consists of a circuit or series of short assessment 
tasks (stations), each of which is assessed by an examiner using 
a predetermined, objective marking scheme 

(Bartfay et al 2004; Major 2005; Ward & Barratt 
2005). 

OSCE 1

OSCE 2

OSCE 3

OSCE 4

OSCE 5

OSCE 6

OSCE 7

OSCE 8

OSCE 9

OSCE 10

Founder: Harden and Gleeson (1979)



OSCE

Station
5. OSCE 

marking form

3. Instruction 
to examiner

1. Station
information

2. Instruction 
to student

4. Instruction 
to patient/SP

Structured OSCE



Rating scales

Items

Standardize  answer 
Description/ guidance

Weightage 



OSCE station

Manned station

Physical 

examination
History taking Procedural

Communication 

skill and 

professionalism

Non interactive/ 

Question/Unman

ned station

Clinical reasoning 

skills

Harden et al. 2016





OSCE 

station

Single 

stations

Hybrid 

stations

Double 

stations

Link 

stations

4 types

Harden et al.
2016

Unmanned 
station



Type 1
• P/E THEN Question (EMQ or MCQ)

Type 2

• undertake part of procedure THEN complete the 

procedure

Type 3

• Information (Preparation station- read case record) 

about the patient THEN take the Hx

Type 4

• Observe video/ listen audio record THEN discuss with 

the examiner.

Linked stations (couplet station)

Manned  then Unmanned

Manned  then Unmanned

Unmanned  then Manned

Unmanned  then Manned



 Non-interactive station

 Written station

 Question station

 Post encounter probe

 Similar to data interpretation



 Lab results

 Imaging

 Clinical pictures

 Instrument



 Related to patient care and management

 Prescription writing

 Judgment

 Health promotion

 Death certification

 Decision making

 Ethics and medico legal





Reliability

Feasibility

Acceptibility

Educational
impact

Validity

Criterias

Ottawa conference 2020 



◦ Making up sign

◦ Over investigation

◦ Over management

◦ Disrespectful

◦ Ethical or legal concern 

◦ Causing patient to be in pain

◦ Missing crucial steps

◦ Wrong steps

◦ Too harsh/ pain/ uneasy/rude

◦ Forgetting to remove the instrument



 Award appropriate weightage that may effect the final score 
(p/e +finding) 

 Choose appropriate rating that may effect the final score (p/e 
+finding) 



 “I would contrast this with real life - we cause patients pain on a 
regular basis. I would more focus on whether unintentional and how 
candidates recognise and respond to it”

 “This contrasts with someone showing general rough handling of 
patients (but not causing pain) and not being penalised”



 Criteria Marking
◦ Award zero mark or borderline fail marks for:

 Whole performance

 Domain (P/E or Finding)

 Sub-domain (Inspection, palpation, percussion, auscultation)

 Items- (Special examination: Examination of the liver)



Reliability and validity in OSCE



 Reliability refers to the precision of measurement or the 
reproducibility of the scores obtained with the examination 

 ‘CONSISTENCY’ of assessment result.



Examiner

Test item (Question/ 
Case)

Assessment form

Patient

Number of sampling (and test 
duration)
- 12 to 16 stations

Standardize

Patient history

 Case complexity

Standardize assessment 
form

• Rating scales
• Domains/Items
• Question
• Answer scheme

Examiner

 Examiner training
 A single student will 

be assessed by 
many examiners 



“… reliability is a matter of careful sampling. It 
relies on a sufficiently large sample through all 
possible sources of error, for example, items, 
examiners, and test occasions. But reliability is 
not the whole story. Reliability is necessary, but 
not sufficient, for valid inferences .”

(Schurwith and Ces Van Der Vleuten 2019)



 “…reliability and other test metrics then become part of 
validity evidence. (Boursicot 2020)

 Any threats to the reliability of the test are also threats to its 
validity (Shiken 2000)

 Unreliable test cannot be valid (Wass et al 2001)



 Validity: Constant, accuracy

• It measure what it is supposed to be measuring

• Is the extent to which the scores actually represent the variable they 
are intended to



Identify the 

learning 

outcomes

*1. Develop 

assessment 

blueprint

*2. Construction 

OSCE station

3. Vetting 

the 

questions

4. 

*Examiner 

training/ 

calibration

5. Standard 

setting

6. Item 

analysis

Assessment 
process

*Improve reliability and validity



Downing & 
Haladyna 20041
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Downing &Haladyna (2004) Validity threats: overcoming interference with proposed interpretations of assessment data. Medical Education 38:327-333



(Downing, 2005)
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Performance examination

Flaws

Rating scale

Checklist

Case difficultyInapproriate case 

difficulty

Indefensible cut 

score

SP

Poorly train

Bluffing

Use inappropriate jargon

Bias items

Rater

SP cases

Rating of clinical performance 

Inappropriate rating 

items

Inadequate sample

Indefensible cut score

Rater

Rater bias

Systematic rater error

Leniency

Inconsistency

Restricted of range

Halo effect/Horn effect
Bluffing

Poorly train
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Performance examination

Cases

Too few

Unrepresentative

Rating Low reliability

Unstandardized

Patient

Rater

Rating of clinical performance 

Low reliability of rating/ low 

generalisability 

Observation

Incomplete 

observation

Too few 

observation
Too few independent rater

Downing & 
Haladyna 2004



 Inter-rater reliability is a specific aspect of reliability 
referring to the degree of measurement error due to 
bias caused by different raters or observers rating 
the same person or object (Kottner and Dassen 2008)



 “Shared undergraduate clinical assessments should not rely 
on scoring systems and standard setting which fail to take 
into account other differences between schools. Examiner 
behaviour and training and other local factors are important 
contributors to variations in scores between schools”.

(Chesser et al, 2009)



Iramaneerat and Yudkowsky (2007)

Leniency

Inconsistency

Halo effect OR Horn effect

Restricted of range

Systematic 
rater error



Identify the 

learning 

outcomes

*1. Develop 

assessment 

blueprint

*2. Construction 

OSCE station

3. Vetting 

the 

questions

4. 

*Examiner 

training/ 

calibration

5. Standard 

setting

6. Item 

analysis

Assessment 
process

*Improve reliability and validity



34

Aims: 

To parallel the level of expectation based on 
candidate’s performance
To standardize/ set ground rule for specific case

To discuss or improve on items in the checklist

To discuss on other ‘difficulties” based on the experienced as 
examiner

For new examiner:

To inform about OSCE process

To highlight principle of OSCE-do and don’t 

To train on how to use rating scales



To parallel the level of expectation 
based on candidate’s performance



OSCE station

Manned station

Physical 

examination
History taking Procedural

Communication 

skill and 

professionalism

Non interactive/ 

Question/Unman

ned station

Clinical reasoning 

skills

Harden et al. 2016



Point to consider:
1: Domain/ section

Introduction
Eliciting symptoms
Diagnosis/ Clinical reasoning
Interview twchnique



OSCE history taking



•Develop SP script AND OSCE checklist

•Develop SP dialogue- familiarize with 

lay man term and possibility of 

question/ answer  from the candidate 

•Identify and select SP based on 

characteristic 

Before SP training 

(Lead by clinician)

•SESSION 1

•Briefing- SP

•Role of SP

•Do and don’t

•Examination

•Briefing- the case

•Objectives of the station

•The case/ disease

•SP read and understand the SP script

• Improve understanding towards the SP script

•SESSION 2

•Role play (and trial run the OSCE marking form)

•Estimate duration for student to perform the task

• Improve SP script

• Improve OSCE marking form

•SESSION 3

•Feedback session

SP training

(Lead by trained 

educators/clinician)
•Briefing- recall the role

•Rotation  accordingly 

•e.g. after 5-6 students

During examination
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Performance examination

(Systematic rater error)

Cases
Too few

Unrepresentative

Rating Low reliability

Unstandardized
Patient

Rater

Rating of clinical performance 

Low reliability of rating/ 
low generalisability 

Observation

Incomplete 
observation

Too few 
observationToo few independent 

rater
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Performance 
examination

Flaws

Rating scale

Checklist

Case difficultyInapproriate case 
difficulty

Indefensible cut 
score

SP

Poorly train

Bluffing

Use inappropriate jargon

Bias items
Rater

SP cases

Rating of clinical 
performance 

Inappropriate 
rating items
Inadequate 

sample
Indefensible cut 

score

Rater

Rater bias

Systematic rater 
error

Leniency

Inconsistency

Restricted of range

Halo effect/Horn effect
Bluffing

Poorly train

Threats to validity: Common flaws for OSCE using SP 

HOW TO OVERCOME? Rigorous SP training 

COMMON FLAWS1: Workload of SP
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Performance 
examination

Flaws

Rating scale

Checklist

Case difficultyInapproriate case 
difficulty

Indefensible cut 
score

SP

Poorly train

Bluffing

Use inappropriate jargon

Bias items
Rater

SP cases

Rating of clinical 
performance 

Inappropriate 
rating items
Inadequate 

sample
Indefensible cut 

score

Rater

Rater bias

Systematic rater 
error

Leniency

Inconsistency

Restricted of range

Halo effect/Horn effect
Bluffing

Poorly train

Threats to validity: Common flaws for OSCE using SP 

HOW TO OVERCOME? SP Dialogue

COMMON FLAWS 2: The necessity of SP Dialogue
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Performance 
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Flaws

Rating scale

Checklist

Case difficultyInapproriate case 
difficulty

Indefensible cut 
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SP

Poorly train

Bluffing

Use inappropriate jargon

Bias items
Rater

SP cases

Rating of clinical 
performance 

Inappropriate 
rating items
Inadequate 
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Indefensible cut 
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Rater
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Systematic rater 
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Leniency

Inconsistency
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Threats to validity: Common flaws for OSCE using SP 

HOW TO OVERCOME? Modification of the script and/or the checklist items during Role play

COMMON FLAWS 3: Congruent between the script and checklist items 
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Case difficultyInapproriate case 
difficulty
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SP

Poorly train
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Bias items
Rater

SP cases

Rating of clinical 
performance 

Inappropriate 
rating items
Inadequate 

sample
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score

Rater

Rater bias

Systematic rater 
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Leniency

Inconsistency

Restricted of range

Halo effect/Horn effect
Bluffing

Poorly train

Threats to validity: Common flaws for OSCE using SP 

HOW TO OVERCOME? Reserved SP

COMMON FLAWS 4: SP rotation



Q & A session…..
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Outcomes 

1

2

3

4

1

2

3

4

5

Able to construct OSCE station

Enhancing 

reliability and 

validity in 

OSCE
23 Able to construct OSCE marking form

Able to design OSCE examination

3



• How long is the OSCE station duration?Question 1

• How many OSCE (manned and unmanned)  station?Question 2

• Is there a link (unmanned) station?Question 3

• How long is the rest duration in between OSCE station?Question 4

• How many examiners for each station?Question 5

• Any second examiner for Global Rating?Question 6

• Which are the most suitable range of rating scale and rating description?Question 7

• Which are the most suitable rating scale; number of grades?Question 8

Objective: Participants able to make 

decision based on the question 



Reliability

Examiner

Test item (Question/ 
Case)

Assessment form

Patient

Number of sampling (and test 
duration)
- Question
- Case 

Standardize

Patient history

 Case complexity

Structured and 
standardize assessment 
form

• Appropriate scales

• Domains/Items

• Question

• Answer scheme

• Assessment rubric

Examiner
 Examiner training
 Number of 

examiner
(interrater reliability)



Level of validity

Face validity

Content 
validity: 
Blueprinting

Construct 
validity: 

Construct 
irrelevant 
variance (CIV)

Construct 
Underrepresenta
tion (CU)



Downing & 
Haladyna 20041
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Downing &Haladyna (2004) Validity threats: overcoming interference with proposed interpretations of assessment data. Medical Education 

38:327-333



Relationship between validity 

and reliability 
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Downing & Haladyna 2004



Enhancing reliability and validity 

Identify the 
learning 

outcomes

*1. Develop 
assessment 

blueprint

*2. Construction 
OSCE station

3. Vetting 
the 

questions

4. *Examiner 
training/ 

calibration

5. Standard 
setting

6. Item 
analysis

How to 

construct OSCE 

examination

*Improve reliability and validity



PHASE 1: Design 

OSCE examination



• How long is the OSCE station duration?Question 1

• How many OSCE (manned and unmanned) station?Question 2

• Is there a link (unmanned) station?Question 3

• How long is the rest duration in between OSCE station?Question 4

• How many examiners for each station?Question 5

• Any second examiner for Global Rating?Question 6

How to construct OSCE examination?



Notes 

❖ Adequate number of OSCE stations to increase reliability is between 12 to 

16 stations 

❖ OSCE reliability also closely relates to total OSCE exams duration

❖ Rest stations to might required to accommodate more candidates

❖ Rest duration in between OSCE station is for the examiner to mark the 

student and to improve SP readiness 

❖ Some of the institution use a second rater for Global rating for standard 

setting purposes

❖ to enhance reliability it is better to have more stations with one assessor per 

station than fewer stations with two assessors per station (Harden 1995)

❖ A single rater can be used to rate OSCE marking form and Global rating, 

however, a strategy is required to avoid examiner to explicitly relate 

checklist score with Global rating score



How my answer affect reliability and 
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How my answer affect examination 

feasibility? 
OSCE 1

OSCE 2

OSCE 3

OSCE 4

OSCE 5

OSCE 6

OSCE 7

OSCE 8

OSCE 9

OSCE 
10

OSCE 
11

OSCE 
12

OSCE 
13

OSCE 
14

(10m X 14 station) + 

14 min= 144 min

Effect on total number of:

- examiners

- real patient

- SP

- Manikin

- Cost 

1 minute rest in 

between station



Set?





PHASE 2: Construct 

OSCE station



Enhancing reliability and validity 

Identify the 
learning 

outcomes

*1. Develop 
assessment 

blueprint

*2. Construction 
OSCE station

3. Vetting 
the 

questions

4. *Examiner 
training/ 

calibration

5. Standard 
setting

6. Item 
analysis

*Improve reliability and validity

How to 

construct OSCE 

examination



OSCE blueprint 

Reliability for OSCE:

12 to 16 stations

Topics



How poor blueprint affect reliability and 

validity 
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PHASE 3



Enhancing reliability and validity 

Identify the 
learning 

outcomes

*1. Develop 
assessment 

blueprint

*2. Construction 
OSCE station

3. Vetting 
the 

questions

4. *Examiner 
training/ 

calibration

5. Standard 
setting

6. Item 
analysis

*Improve reliability and validity

How to 

construct OSCE 

examination



OSCE

Station
5. OSCE 

marking form

3. Instruction 

to examiner

1. Station

information

2. Instruction 

to student

4. Instruction 

to patient/SP

CREATING OF OSCE STATION: 5 steps



Step 1

Station information

Creating 

OSCE 

station



“Security and Overview of the station”

Step 1: Station information



Step 2

Station information

Instruction to student

Creating 

OSCE 

station



Clear and concise

Scenario

Task 

-Perform history taking/ physical 

examination of

-Conventional / *running 

commentary

-Involvement of question and 

answer session 

-Duration (for each task)

Step 2: Instruction to student



OSCE procedural OSCE counseling



Station information

Instruction to student

Instruction to examiner

Step 3

Creating 

OSCE 

station



Clear and concise

Scenario

Objectives of the station 

Task

- No probing or prompting 

except asking candidate to 

review the instruction/scenario 

if required 

- DO NOT interrupt

- Total duration and duration (for 

each task) 

- Conventional / *running 

commentary

- Involvement of question and 

answer session 



Change the candidate’s task to objectives

Rewrite the scenario



How STEP 1-3 affect reliability and validity 

C
o

n
s
tr

u
c
t 

ir
re

le
v
a
n

t 
v
a
ri

a
n

c
e
 (

C
IV

)

Performance examination

Flaws

*Rating scale

*Checklist

Case difficultyInapproriate case 
difficulty

Indefensible cut 
score

*SP

Poorly train

Bluffing

Use inappropriate jargon

Bias items
Rater

SP cases

Rating of clinical 
performance 

*Inappropriate rating 
items

*Inadequate sample

Indefensible cut 
score

*Rater

*Rater bias

*Systematic rater error

Leniency

Inconsistency

Restricted of range

Halo effect/Horn effect
*Bluffing

*Poorly train

C
o

n
s
tr

u
c
t 

U
n

d
e
rr

e
p

re
s
e
n

ta
ti

o
n

 (
C

U
)

Performance examination

(Systematic rater error)

*Cases

*Too few

Unrepresentative

*Rating *Low reliability

*Unstandardized

*Patient

*Rater

Rating of clinical 
performance 

Low reliability of rating/ 
low generalisability 

*Observation

Incomplete 
observation

*Too few 
observation on 

a candidate
*Too few independent 

rater

*Threat to 
reliability

Downing & Haladyna 2004



Station information

Instruction to student

Instruction to examiner

Instruction to patient/ SP  with scenario

Step 4

Creating 

OSCE 

station



Clear and concise

Scenario

Task (Additional standard 

information) 

Cooperation

Follow instruction from student / 

examiner

No clues

Inform examiner if do not feel 

comfortable

Duration (for each task)

Task should be written English and 

Malay
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How STEP 4 affect reliability and validity 





Step 5

Station information

Instruction to student

Instruction to examiner

Instruction to Patient/SP with scenario

OSCE marking form

Creating 

OSCE 

station



Components  in OSCE checklist marking form

OSCE 
marking 

form

1. Domain

2. Item

3. 
Description

4. Rating 
scales

5. 
Weightage

6. Global 
rating



Rating 

description
2. Items

3. Description

5. Weightage 4. Rating 

scale



Undergraduate OSCE marking form

1. Domain

2. Item



Undergraduate OSCE marking form

1. Domain

2. Item



❖Chunking items into key behaviour sequences (Fuller et al. 2013)

❖-group together single ‘lower-level’ checklist items to more 

‘higher-level’ items — also know as “chunking (Robert et al 2010)

❖Thoroughness (item based) is more typical for beginners 

❖Domain based rating scales are seen as more valid for 

assessing increasing level of expertise

From item based to Domain based rating

- Eg: General inspection for chronic liver disease

Prof Richard Fuller- Singapore 2018



Domain based rating scales- please refer appendix 



Domain based rating scales- please refer appendix 



Domain based rating scales 



Example of domain based rating scales with rubric- please refer appendix



Add other element to reduce focus on knowledge 

OSCE physical examination/procedure

❖ Approach

▪ Engage patient (Appropriate introduction and rapport)

▪ Clear instruction

▪ Good bedside manner (Good introduction to patient and asking 

consent)
▪ Good listener

▪ Consistently attentive to patient’s comfort or dignity 

▪ Systematic approach / Organize in examination 

▪ Convenience handling of instrument

OSCE history taking/counseling

❖ Skills 

• Attentive listening

• Elicits patient’s concerns and responds sensitively
• Consistently attentive to patient’s comfort or dignity 

• Make a reasonable attempt to diagnosis

• Non-confrontational

• Non-judgemental

• Fluent 

• Speak clearly
• Avoid or explain jargon

▪ Purposeful

▪ No prompting
❖ Presentation skills 

• Systematic presentation

• Fluent and logical flow

▪ Purposeful

▪ No prompting



OSCE 
marking 

form

1. Domain

2. Item

3. 
Description

4. Rating 
scales

5. 
Weightage

6. Global 
rating

Components  in OSCE checklist marking form



Rating 

description

Rating 

range: from 

1 to 10



Rating scales: Range and rating 

description 

A B C D E

Clear pass Pass Borderline Fail Clear fail

Not done Partially done Inadequately done Adequately done Well done

Uses no elements Uses few elements Uses half elements Uses most 

elements

Uses all elements

Performed

completely

Performed but not 

fully completely

Not performed

Clear fail Borderline fail Borderline pass Clear pass Excellent

Not done Minimally done Done adequately Done well Notes

Did not perform Needs 

improvement

Below average Average Above

Average- Excellent

Performed fully 

competently

Performed  not 

fully competently

Not performed

Or incompetent

Yes Yes with 

reservation

No

Very good Good Acceptable Poor Very Poor



Numbers or Grades

❖Numbers will often drive:

▪ Inter-rater differences (“What is a 5?”)

▪ Difficult to justify during examiner calibration- very subjective

▪ A tendency to correlate global grades with scores

▪ Misuse of scoring criteria/item

❖“Grey and fuzzy” (York 2009) 

❖Transactional currency (Sadler 2010)

❖Difficulty at pass/fail boundary remains (Sadler 2010)



Example: Grades 

Grades



Example: Number

Rating 

description Number



How RATING SCALE affect reliability and 
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• Which are the most suitable 
range of rating scale and 
rating description?

Question 
7

• Which are the most suitable 
rating scale; number of 
grades?

Question 
8



OSCE 
marking 

form

1. Domain

2. Item

3. 
Description

4. Rating 
scales

5. 
Weightage

6. Global 
rating

Components  in OSCE checklist marking form





How to decide the weightage?

❖ Standardize the weightage
▪ Generic skills

• Communication skills

• Approach

• Presentation skills

❖ Consider to allocate MORE weightage 
▪ Physical examination that require more/structured skill which require more time to perform.        

(eg: Palpation versus Inspection/ ausculatation )

▪ have positive clinical findings (eg: auscultation with murmur versus auscultation of normal bowel 

sound) 

▪ Clinically important

▪ Patient safety- Safety sequences

▪ Questions that have several sub question (eg: HOPI) compare to the “unrelated direct” question 

(eg: Social history like smoking, alcoholic that not affect the diagnosis) 

▪ Complete provisional diagnosis (eg: Right …..secondary to…..)



How WEIGHTAGE affect reliability and 

validity 
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Penalization in OSCE

▪ Making up sign

▪ Over investigation

▪ Over management

▪ Disrespectful

▪ Ethical or legal concern 

▪ Causing patient to be in pain

▪ Missing crucial steps

▪ Wrong steps

▪ Too harsh/ pain/ uneasy/rude

▪ Forgetting to remove the instrument



I can’t penalize the student: What can we do?

 Award appropriate weightage that may effect the final score (p/e 

+finding) 

 Choose appropriate rating that may effect the final score (p/e 

+finding) 



❖Criteria Marking

▪ Award zero mark or borderline fail marks for:

• Whole performance

• Domain (P/E or Finding)

• Sub-domain (Inspection, palpation, percussion, auscultation)

• Items- (Special examination: Examination of the liver)

**Criteria Marking (based on policies with written and standardize  

justification





OSCE 
marking 

form

1. Domain

2. Item
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Description

4. Rating 
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6. Global 
rating

Components  in OSCE checklist marking form



Global ratings are station-independent scales identifying general 
areas of competence (Wilkinson et al. 2002), such as 
communication, rapport and similar constructs that may not be 
well captured in a checklist item (Boursicot and Roberts 2005)

Global Rating 



Various Global rating scales

A B C D E

Clear pass Pass Borderline Fail Clear fail

Clear fail Borderline fail Borderline pass Clear pass Excellent

Very good Good Acceptable Poor Very Poor





Global rating with description 

Global rating rubric- please refer appendix 



1. Item analysis
2. Standard setting (determine the cut score)

Roles of Global Rating 
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Components  in OSCE checklist marking form
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examination
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Standard setting

74

It is a judgmental process that results in defensible pass-fail 
standards in a systematic, reproducible, and defensible manner

(Cusinamo 1996; Norcini 2003; Cizek & Bunch 2007)



Standard setting
A

B
S

O
L

U
T

E
 M

E
T

H
O

D
S

 

Test-based 
methods /

Judgements of the test 
materials  

Modified Angoff

Ebel

Nedelsky Method

Performance-
based methods 

/ 

Judgements of examinees 
performances 

Borderline Group Method, 

Borderline Regression Method 

Contrasting Groups’ Method

(Kane 1998; Liu 2008;Norcini 2003; Cizek & Bunch 2007)



How STANDARD SETTING affect reliability 

and validity 

C
o

n
s
tr

u
c
t 

ir
re

le
v
a
n

t 
v
a
ri

a
n

c
e
 (

C
IV

)

Performance examination

Flaws

*Rating scale

*Checklist

Case difficultyInapproriate case 
difficulty

Indefensible cut 
score

*SP

Poorly train

Bluffing

Use inappropriate jargon

Bias items
Rater

SP cases

Rating of clinical 
performance 

*Inappropriate rating 
items

*Inadequate sample

Indefensible cut 
score

*Rater

*Rater bias

*Systematic rater error

Leniency

Inconsistency

Restricted of range

Halo effect/Horn effect
*Bluffing

*Poorly train

C
o

n
s
tr

u
c
t 

U
n

d
e
rr

e
p

re
s
e
n

ta
ti

o
n

 (
C

U
)

Performance examination

(Systematic rater error)

*Cases

*Too few

Unrepresentative

*Rating *Low reliability

*Unstandardized

*Patient

*Rater

Rating of clinical 
performance 

Low reliability of rating/ 
low generalisability 

*Observation

Incomplete 
observation

*Too few 
observation on 

a candidate
*Too few independent 

rater

*Threat to 
reliability

Downing & Haladyna 2004



Enhancing reliability and validity 

Identify the 
learning 

outcomes

*1. Develop 
assessment 

blueprint

*2. Construction 
OSCE station

3. Vetting 
the 

questions

4. *Examiner 
training/ 

calibration

5. Standard 
setting

6. Item 
analysis

*Improve reliability and validity

How to 

construct OSCE 

examination





Matrics to measure clinical 

assessment 

Clinical 
(OSCE)

Failure rate

T&L??

SP?

Student?

Checklist?

Alpha >0.7

Between 
stations

R2 >0.5

Between 
checklist and 

GR

Inter-grade 
discrimination 

(Beta)

Between 
group variation





How ITEM ANALYSIS affect reliability and 

validity 
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Conclusion 1

1

2

3

4

1

2

3

4

5

Able to construct OSCE station

Enhancing 

reliability and 

validity in 

OSCE
23 Able to construct OSCE marking form

Able to design OSCE examination

3



Conclusion 2

• How long is the OSCE station duration?Question 1

• How many OSCE (manned and unmanned)  station?Question 2

• Is there a link (unmanned) station?Question 3

• How long is the rest duration in between OSCE station?Question 4

• How many examiners for each station?Question 5

• Any second examiner for Global Rating?Question 6

• Which are the most suitable range of rating scale and rating description?Question 7

• Which are the most suitable rating scale; number of grades?Question 8



OSCE 
marking 

form

1. Domain

2. Item

3. 
Description

4. Rating 
scales

5. 
Weightage

6. Global 
rating

Conclusion 3: Able to construct OSCE station



Thank You


